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Abstract     

 
Nowadays, studies on reinforcement learning are increasing day by day. In this study, DQN algorithm, 

which is one of the reinforcement learning methods, was used in the control of DC boost converter used 

especially in power systems, fuel cells, hybrid electric vehicles, and battery technologies. In this 

direction, PI parameters of boost converter, which was previously controlled by PI Sliding Mode 

Control, were determined with DQN. As a result, the output voltage of the boost converter was tested 

with different voltage levels and its performance was evaluated according to the ISE index. As a result, 

it was seen that the output voltage at the output of the PI Sliding Mode supported DQN controlled boost 

converter produced better results than the conventional PI controller and followed the reference voltage 

better. 
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1. Introduction  

 

A boost converter is a DC-DC converter widely used in applications such as solar power systems, 

fuel cells, hybrid electric vehicles, and battery technologies [1], [2]. These converters are used in 

many applications such as solar power systems, fuel cells, hybrid electric vehicles, and battery 

technologies. However, controlling the output voltage presents a nonlinear control problem, as it 

depends on the states of the switching elements, making control strategies challenging. 

 

Proportional-Integral (PI) and Proportional-Integral-Derivative (PID) controllers are commonly 

used linear control methods due to their simplicity, reliability, and broad applicability [3], [4]. 

However, these methods often fall short in managing nonlinear systems. For instance, [5] applied 

PID control to small DC-DC converters for photovoltaic (PV) panels, while [6]utilized PI control 

with state feedback and Linear Quadratic Regulator (LQR) methods for modeling a boost 

converter. Additionally, fuzzy logic controllers [7]  Model Predictive Control (MPC) [8], sliding 

mode control [9] have been employed to boost converters to control it. 

 

In recent years, machine learning techniques such as Reinforcement Learning (RL) have emerged 

as promising methods for controlling nonlinear systems [10], [11]. RL enables an agent to interact 

with its environment and learn optimal actions to maximize cumulative rewards, making it 

particularly useful in dynamic environments [12]. In cases involving model uncertainties or 
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nonlinear systems, RL has shown advantages over traditional control methods in controlling. 

However, RL approaches like Q-Learning (QL) face scalability challenges due to the size of the 

Q-table [11], [13], [14]. 

The literature highlights the successful application of RL in controlling DC-DC converters. For 

instance, [15] designed an LQR controller for a buck converter and used RL to optimize its 

parameters, achieving better results than traditional PID controllers. [16] compared Genetic 

Algorithms (GA), Particle Swarm Optimization (PSO), and Twin Delayed Deep Deterministic 

Policy Gradient (TD3) for determining PI controller parameters in a boost converter, with TD3 

yielding the best performance. 

In this study, PI and DQN supported PI Sliding Mode Control was implemented in the control of 

the boost converter. According to the results obtained, the Boost converter controlled with PI 

Sliding Mode supported by DQN produced more successful results than the classical PI controller. 

 

2. Materials and Method  

 

The materials and methods used to control the Boost Converter are explained under subheadings. 

 

2.1. Boost Converter  

 

Boost converters are essentially a step-up power converter that takes a low voltage input and 

provides an output at a much higher voltage. This converter structure consists of a DC voltage 

source, a diode, an inductor, a capacitor, a load resistor, and a switching element. The general 

structure of this circuit is shown in Figure 1. In order to control the circuit, the switching element 

is controlled by converting the input reference signal with a PWM converter. The state space model 

of the boost converter modeled in [5] is given in Equation 1. 
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Figure 1. Boost Converter 
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2.2. Sliding Mode Control 

 

One of the powerful methods used in controlling nonlinear systems is sliding mode control. In this 

method, a surface s is defined first. In order for this surface to come to an equilibrium, it is 

associated with the Lyapunov equation as in Equation 2. In order for it to come to an equilibrium 

point over time, it is expected to meet the condition 𝑉̇ ≤ 0. 
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According to the study done in [9] for the sliding mode control of the boost converter, the surface 

was determined as in equation 3. Then, when the derivative of this surface was taken, the control 

sign at the balance point was obtained as in equation 4. However, for the condition of being able 

to slide on the surface, the −𝑘𝑠𝑖𝑔𝑛(𝑆) expression was added to the control rule and obtained as in 

equation 5. In this way, the boost converter will remain at the desired reference current value. 

 

𝑉 =
1

2
𝑆2 → 𝑉̇ = 𝑆𝑆̇ ≤ 0 2 

𝑆 = 𝑒 = 𝐼𝐿 − 𝐼𝐿
∗ = 𝑥1 − 𝑥1

∗ 3 

𝑆̇ = 𝑥̇1 − 𝐼𝐿̇
∗ = 𝑥̇1 − 0 =

1

𝐿
(𝑉𝑖𝑛 − (1 − 𝑑)𝑥2) = 0 → 𝑑𝑒𝑞 = 1 −

𝑉𝑖𝑛
𝑥2

 4 

𝑑 = −𝑘𝑠𝑖𝑔𝑛(𝑆) + 𝑑𝑒𝑞 5 

 

2.2. PI Sliding Mode Control 

 

PI controller is used to bring the voltage at the output of the boost converter to the desired level. 

Equation 6 is given. The error signal entering this controller will create a reference 𝐼𝐿
∗ current for 

the boost converter. Since there is an integrator inside the controller, the steady state error will be 

reset in continuous time. The general diagram of the PI Sliding Mode control structure is given in 

Figure 2. 

 

𝑃𝐼(𝑠) = 𝐺𝑐(𝑠) =
𝐼𝐿
∗(𝑠)

𝑒(𝑠)
= 𝐾𝑝 + 𝐾𝑖

1

𝑠
 6 
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Figure 2. PI Sliding Mode Control of Boost Converter 

 

2.2. Reinforcement Learning  

 

Markov Decision Processes can be used as an expression for problems that can be solved using 

Reinforcement Learning. In this process, the agent interacts with the environment at each time 

point and receives a state information and performs an action. After the action is implemented, it 

receives new state information and a reward from the environment. The general diagram of this 

structure is given in Figure 3. 
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Figure 3. Agent and Environment interaction 

 

DQN algorithm, which can work in a wide state space by combining artificial neural networks with 

nonlinear problems, has been developed. DQN is a control algorithm that works with temporal 

difference. This algorithm is updated iteratively as in Equation 7. Here θ constitutes the parameters 

of artificial neural networks. There are Target and Prediction parts in this equation. The Prediction 

part is the value that the agent produces according to the situation it is in and the axiom, as given 

in Equation 8. The Target part expresses the value of the place it will go in the future, as given in 

Equation 9. The aim is to minimize the cost function in Equation 10. For this, Equation 11 is 

obtained by taking the derivatives of the equation in Equation 10 according to the artificial 

intelligence weight parameters 𝜃𝑖. The weights of the artificial intelligence are updated according 

to the values obtained from here. Since deep learning is used in this structure, it is called the Deep 

Q learning algorithm. The pseudocode of the DQN algorithm is given in Algorithm 1. 

 
 

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝛼(𝑟 + 𝛾
𝑚𝑎𝑥
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(𝑄(𝑠′, 𝑎′))⏟              
𝑇𝑎𝑟𝑔𝑒𝑡

− 𝑄(𝑠, 𝑎|𝜃)⏟      
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

)

⏟                        
𝐿𝑜𝑠𝑠

 
7 

𝑦̂ = 𝑄(𝑠, 𝑎|𝜃) 8 

𝑦̃ = 𝑟 + 𝛾
𝑚𝑎𝑥
𝑎′ ∈ 𝐴

(𝑄(𝑠′, 𝑎′)) 9 

𝐿𝑖(𝜃𝑖) = 𝐸𝑠,𝑎,𝑟 [(𝑦̃ − 𝑄(𝑠, 𝑎|𝜃))
2
] 10 

𝑑𝐿𝑖(𝜃𝑖)

𝑑𝜃𝑖
= ∇𝜃𝑖𝐿𝑖(𝜃𝑖)

= 𝐸𝑠,𝑎,𝑟,𝑠′ [𝑟 + 𝛾
𝑚𝑎𝑥
𝑎′ ∈ 𝐴

(𝑄(𝑠′, 𝑎′|𝜃𝑖)) − 𝑄(𝑠, 𝑎|𝜃𝑖)] ∇𝜃𝑖𝑄(𝑠, 𝑎|𝜃𝑖) 

11 

 

 
Algorithm 1. Deep Q learning Algorithm 

Initialize replay memory D and determine C update step number 

Initialize action values 𝑄̃(𝑠, 𝑎|𝜃) function with random weights 

Initialize target value function with specified 𝜃 

For iter=1:M 

 Initialize state 𝒔𝒕  in the environment and done=False 

 While done==False 

  Choose 𝒂𝒕 action with epsilon greedy 

  Execute action 𝒂𝒕 to environment and observe state 𝒔𝒕+𝟏, reward 𝒓𝒕, done 

  Store transition 𝐷 = (𝒔𝒕, 𝒂𝒕, 𝒔𝒕+𝟏, 𝒓𝒕) 
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𝑦̂ = {

𝒓𝒕 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒

𝒓𝒕 + 𝛾
𝑚𝑎𝑥
𝑎′ ∈ 𝐴

(𝑄(𝑠′, 𝑎′|𝜃𝑖)) 𝑒𝑙𝑠𝑒
 

  In order to minimize 𝐿𝑖(𝜃𝑖) = 𝐸𝑠,𝑎,𝑟[(𝑦̃ − 𝑦̂)
2] calculate Eq 11 and update 𝑄̃(𝑠, 𝑎|𝜃) parameters 

  Every C step 𝑄̂ = 𝑄̃ 

 End while 

End For 

 

 

2.3. Integration of Reinforcement Learning to PI Sliding Mode Control of Boost Converter 

 

The general framework created for the application of reinforcement learning to the PI Sliding Mode 

Controlled Boost Converter is given in Figure 4. As seen in Figure 4, action values are applied to 

the environment. These values are the 𝐾𝑝, 𝐾𝑖 values, which are the parameters of the PI controller. 

According to these values, the Environment produces states and reward values. The generated 

values are taken by the agent again and the learning process is performed. In addition, the action 

value is produced according to the relevant situation and applied to the environment again. The 

states used in this environment are given in equation 12. Actions are calculated in equation 13, the 

reward value is calculated in equation 14 and the done value is calculated as in equation 15. 
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Figure 4. DQN implementation diagram of PI Sliding Mode Control of Boost converter environment  

 

 

𝑆𝑡𝑎𝑡𝑒 = [𝑒𝑘, 𝑒𝑘−1, 𝑒𝑘 − 𝑒𝑘−1, 𝑒𝑘−1 − 𝑒𝑘−2, 𝑒𝑘
𝑇𝑠
𝑧 − 1

, 𝑒𝑘−1
𝑇𝑠
𝑧 − 1

] 12 

𝐴𝑐𝑡𝑖𝑜𝑛 = [𝐾𝑝, 𝐾𝑖] 13 

 

𝑅𝑒𝑤𝑎𝑟𝑑 = {

100 (|𝑒| < 0.01)&(𝑑𝑜𝑛𝑒 == 0)

10 (0.01 < |𝑒| ≤ 0.05)&(𝑑𝑜𝑛𝑒 == 0)

max⁡(−|𝑒|, −500)
−1000

(|𝑒| > 0.05)&(𝑑𝑜𝑛𝑒 == 0)
𝑜𝑡ℎ𝑒𝑟

 
14 

𝑑𝑜𝑛𝑒 = {
1 𝑉𝑜 > 150
0 𝑒𝑙𝑠𝑒

 15 
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In the application, the parameters of the boost converter in the Environment are given in Table 1. 

The state and action values and ranges designed for the Environment are given in Table 2. 
 

 

Table 1. Parameters Boost Converter  

 
Component Symbol Value Unit 

Resistor R 50 Ω 

Inductor L 100x10-6 Henry 

Capacitor C 100x10-6 Farad 

Switching Frequency - 5000 Hz 

 

Table 2. Action Space Ranges of Environment 

 
   

Action 
Kp 0.01, 0.1, 0.5, 1, 1.5, 2 

Ki 0.01, 0.1, 1, 10, 100, 200 

State 

𝑒𝑘 -inf, inf 

𝑒𝑘−1 -inf, inf 

𝑒𝑘 − 𝑒𝑘−1 -inf, inf 

𝑒𝑘−1 − 𝑒𝑘−2 -inf, inf 

𝑒𝑘
𝑇𝑠
𝑧 − 1

 -inf, inf 

𝑒𝑘−1
𝑇𝑠
𝑧 − 1

 -inf, inf 

 

The DQN parameters used in reinforcement learning and the parameter values used for training 

are given in Table 3. 

 

Table 3. DQN Parameters 

 
Parameter Parameter Value 

Number of Layer 1000 

Learning Rate 10-3 

GradientThreshold 1 

SampleTime 0.01 sec 

MiniBatchSize 10-4 

EpsilonDecay 10-4 

maxepisodes 500 

StopTrainingCriteria EpisodeCount 

 

 

3. Results  

 

To evaluate the effectiveness of the PI and PI Sliding Mode Control using DQN control algorithm, 

the converter model is established in Matlab Simulink. Boost Converter with PI Sliding Mode 
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Control is organized as an environment. The main purpose of the Boost Converter is to ensure that 

the output voltage value remains at the specified level. This is achieved with both PI and DQN. 

The results are given in graphs and tables. 

 

PI controller designed by Matlab sisotool tool for the system then it was implemented. Two 

different controller designs were implemented according to the step response of the model obtained 

as a result of the design. The first designed controller parameters were determined as Kp=0.003235 

Ki=1.7977, while the second controller parameters were determined as Kp=0.007479 and 

Ki=4.155. Then, the DQN algorithm was arranged to control the environment and the training 

process was performed. The DQN algorithm applied the action values to the environment. The 

situations produced by the environment and the reward values were taken and the DQN algorithm 

was trained. The reward values obtained during the iteration are given in Figure 5. 

 
Figure 5. During training, episode reward and average reward values for each iteration 

 

The results of the controlled Boost Converter are given in Figure 6. As can be seen from the results, 

while the DQN algorithm carries the system to the desired reference value even at different voltage 

levels, the classical PI controller performed well between certain reference signals but not well 

with some. Especially at the high reference signal, there were crackles and when it went out of 

control. The reason for going out of control is that the d signal generated for the PWM exceeds the 

range of 0-1 limits and the control signal exceeds the limits. The control signals generated for the 

Boost Converter controlled according to PI and DQN are given in Figure 7. 

 
Figure 6. Boost Converter output voltage for PI control and PI Sliding Mode Control using DQN 
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Figure 7. Boost Converter control signal for PI control and PI Sliding Mode Control using DQN 

 

In addition, the control parameters Kp and Ki values produced by DQN are updated at each 

sampling moment. In return, the system produces a reward value. These values produced by DQN 

and environment are shown in Figure 8. 

 
Figure 8. Kp and Ki parameter and reward values for PI Sliding Mode Control using DQN 

 

The performances of PI and PI sliding mode control using DQN methods for the boost converter 

were compared to the ISE performance values. The results are given in Table 2. As can be seen 

from the results, the proposed PI Sliding Mode Control using DQN method produced the lowest 

value and showed much better performance than the classical PI. 

 

Table 2. ISE results of boost converter control 
Method ISE 

PI Kp=0.003235 Ki=1.7977 6.5124 

PI Kp=0.007479 Ki=4.155 406.2231 

PI Sliding Mode using DQN 0.7166 

 

 

4. Discussion  

 

Boost amplifier, one of the power electronic circuits used to increase DC voltage level, has an 

important place in many applications. In this study, the output voltage of this amplifier was 

controlled with conventional PI and PI sliding Mode using DQN and the results were given. When 
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the obtained results were examined, it was seen that the DQN supported PI Sliding Mode controller 

produced better results in terms of ISE performance index when it controlled the Boost Converter. 

 

Conclusions  

 

In this study, DQN algorithm, which is one of the reinforcement learning methods, was used in 

controlling the Boost Converter with PI Sliding Mode. Actions, states and reward functions were 

defined for the PI Sliding Mode controlled Boost Converter designed as an environment. DQN 

algorithm learned to control the output voltage of the system by updating the parameters of the PI 

controller at each sampling moment. The results obtained were compared with the classical PI 

controller. When the results were examined, DQN algorithm showed better performance at 

different voltage levels and also produced more successful results according to the ISE 

performance criterion. 
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