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Abstract   
 
In this study, failures that occurred in the paint shop of an automotive company were discussed. The relationships 
between these failures and the probabilities of prospective occurrences were investigated. Any product produced in 
the company passes quality control at the end of production. Technical or operator-originated types of potential failures 
are examined during this control. Causes of failures in the paint shop and how they can be resolved pose a serious 
problem, just as in the other departments of the factory. This is because every failure encountered negatively influence 
the product quality and harm the company in terms of cost/productivity/image. The inability of the paint shop to predict 
the probability of failures in advance and its inability to establish a link between the types of failures also lead to its 
failure to pass quality control — which is the subsequent process — and cause its “production quality score” to fall, 
as well as other adversities. This study was carried out to determine which failures were usually caused by the activities 
in the paint shop and to develop a model that would predict the pass/fail state of the types of failures in question. 
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1. Introduction  

 
It is getting more and more difficult every passing day to meet increasing customer demands in 
today’s industry. The key factor in accomplishing a sustainable competitive edge in a challenging 
market environment is to increase productivity. The way to increase productivity is to create 
flexible production systems, to improve quality scores and to reduce production costs. Being able 
to predict failures that can occur in any production process not only improves quality scores but 
also reduces costs originating from faulty products. 
 
In recent years, “quality” has been an essential criterion for survival in both local and global 
markets. There are a variety of methods to enhance quality and ensure sustainability. In this respect, 
it is important to be able to predict the types of failures in advance that negatively affect product 
quality and therefore customer satisfaction, and whether these types of failures can be corrected or 
rejected at the time of occurrence.  
 
One of the sectors in which digitalization is to be experienced most heavily is the automotive sector 
(a technology-intensive sector bringing high added value), which is also one of the leading sectors 
of our country, Turkey. With the digitalization in the quality processes as well as in every stage of 
production, it has become easier to identify in advance the types of failures and whether these 
failures will be acceptable in the automotive sector where there is plenty of data. 
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In this study, an Artificial Neural Network (ANN) model was created to predict the types of failures 
occurring in the paint shop of an automotive company. In the second section of the article, a 
literature review is presented for the Principal Component Analysis (PCA) and ANNs, which were 
used in the study. Many computer programs are used for PCA. Since the data used in the application 
is kept in Excel, Analyse-It program is used with the Excel infrastructure. Analyse-It is a statistical 
data program that works with Excel infrastructure. Here, the correlation matrix of the data is 
generated. WEKA program is used to model artificial neural network. WEKA is a package program 
that performs data grouping, classification and forecasting and give test results. It has Java 
substructure. In the third section, the implementation that was carried out in the paint shop of the 
automotive company is addressed in detail. When the failure reports reaching the paint shop were 
examined, it was seen that ten types of failures appeared more often. In the initial part of the 
implementation, these ten types of failures were addressed. In the second part of the 
implementation, six types of failures that were identified by a Principal Component Analysis were 
used. In the fourth section, the statistical results of the implementation were discussed. In the 
conclusion section, suggestions are given for the firm to do in the future. 
 
2. Materials and Method  

 

2.1. Principal Components Analysis 

As stated by Dunteman (1989), the idea of Principal Component Analysis was originally designed 
by Pearson in 1901 and was independently developed by the Hotelling in 1933. And also Dunteman 
(1989) refers to PCA is a statistical technique and can be used to convert the original set of variables 
to a smaller set of variables, but with the ability to represent most of the information in the original 
variable set. Smaller clusters of non-related variables are more preferable and easier to understand 
during analysis than a larger set of correlated variables. 
 
In addition, Vidal and his friends (2016) mention that calculating a subspace from missing or 
corrupted data is an important problem. Since there is a common problem in practice, many 
extensions have been proposed for PCA over the years (although most of these methods are 
heuristic, greedy or ad hoc) in order to process these defective data in different application areas. 
And Vidal and his friends (2016) add that recent developments in large-volume statistics have 
brought with them the right and efficient methods to find the optimal subspace from data even if 
they are too much missing or distorted. 
 
The PCA method has several characteristic features (Yıldız, et al., 2010);  

 It tries to find the strongest pattern in the data. So it can be used as a pattern-finding 
technique, 

 Often, the diversity of data can be captured by a small set of sizes selected from the entire 
size set. Thus, size reduction operations using PCA result in smaller sized datasets, so that 
techniques that are not suitable for high-dimensional data can work comfortably on this 
new dataset. 

 Noise from data is more than patterns these noise can be cleared as a result of size reduction. 
This feature is particularly useful in both data mining and other data analysis algorithms. 
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In his study Naik (2018) mentioned the sparse PCA and requirements of sparse PCA. In general, 
there are physical descriptions of the dimensions of the data (For example, in financial or biological 
applications, each dimension may correspond to a particular physical entity or gene). For all that, 
as the loads we obtain with PCA are dense, the main component obtained can be a mixture of all 
dimensions. This makes it difficult to interpret. Therefore, if most of the inputs in Naik (2018) 
loading are zero (sparse), it mentions that each principal component will be a linear combination 
of several non-zero inputs and will facilitate the understanding of the main components as well as 
the physical meaning of the loads. He also pointed out that this is a rare PCA motivation, saying 
that if different uploads have different non-zero entries that correspond to different dimensions, the 
physical interpretation will be more explicit. 
 
Feng et al. (2018) suggest that PCA is mostly used for data analysis and dimension reduction in 
multiple variance analyzes. And they also stated that they are a very powerful tool in image and 
signal processing. 
 
Gupta and Barbu (2018) tested PPCA (Parameterized Principal Component Analysis) on artificial 
data based on two real data sets with different parameters and grouped observations according to 
the parameter values and compared PPCA with PCA, sparse PCA and IPCA (Independent Principal 
Component Analysis). As a result, they found that the PPCA has recovered the known functions 
with fewer errors and has made less restructuring errors in the data sets than the IPCA does. 
 
Ren et al. (2018) mentioned the new model (Supervised Dirichlet Process Mixtures of Principal 
Component Analysis (SDPM-PCA)) they developed by incorporating PPCA (Probabilistic 
Principal Component Analysis) and DPGLM (Dirichlet Process Mixtures of Generalized Linear 
Models) in their study. 
 
Jackson (2003) has given many examples to understand the general methodology of PCA. 
Tezbaşaran ve Gelbal (2018) worked with a group of 400 pre-service teachers, gathered data from 
these candidates in order to decide which of the scale structures obtained from different methods, 
and compared the results of confirmatory factor analysis based on PCA and ANN according to 
model fit and error indices. 
 
2.2. Artificial Neural Networks (ANN) 

Artificial neural networks are computer programs developed based on the human working 
principles. There are many differences between traditional computer programs and human brain. 
The nonlinear complexity of the human brain shows superiority over traditional computers in many 
areas. 
 
According to Rodriguez et al. (2018), Artificial Intelligence (AI) can increase the capabilities of 
computers by replicating human biological processing system. For example, ANN, which is one of 
the artificial intelligence technologies, can multiply the biological neural networks in the human 
brain, recognize the existing patterns and predict the future values. 
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Although the first article about the ANN was written a long time ago, in the beginning of the 90s, 
the subject was re-discussed and a lot of work is being done today. Silva et al. (2017), the smart 
applications worked with ANN are listed as follows: 

 analyzing images obtained artificial satellites, 
 speech and writing pattern classification, 
 face recognition with computer vision, 
 control of high-speed trains, 
 stocks forecasting on financial market, 
 anomaly identification on medical images, 
 automatic identification of credit profiles for customers of bank, etc. 

 
Liu et al. (2018) describe ANN as an artificial intelligence technique based on a series of processors 
or neurons. ANN is a widely used algorithm, in the most common form there are three components: 
input layer, hidden layer and output layer. 
 
The elements of an ANN are artificial neurons, in figure 1, you can see the neuron can be 
represented by k (Rodriguez, et al., 2018). 
 

 
 

Figure 1: Artificial Neural Model 
 

Hassoun (2003) indicates that ANN is a parallel calculation model consisting of interconnecting 
adaptive processing units and emphasizes two important features of ANN. The first is to take 
“learning by example” instead of “programming” in problem solutions with ANN. The second 
important feature is that when the ANN is applied in parallel digital computers or customized 
hardware, the solutions have parallel architecture that allows for fat computation. 
 
Silva et al. (2017), the important features related to artificial nerve applications are as follows: 

 Adapting from experience 
 Learning capability, 
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 Generalization capability, 
 Data organization, 
 Fault tolerance, 
 Distributed storage, 
 Facilitated prototyping, etc. 

 
We can reproduce samples studied with artificial neural networks. For example; KorkusuzPolat 
and Arslankaya (2010) have created an ANN model which estimates the amount of production by 
using the elements that constitute the cost in the factory as input. Çuhadar and Kayacan (2005) 
studied that using different variables with artificial neural networks, the occupancy rates in the 
accommodation establishments operating within a certain region or province, the expenditure on 
accommodation establishments of domestic and foreign guests, the number of overnight stays of 
tourists and the average duration of stay. Kutlu and Badur (2009) have done a study to model the 
Istanbul Stock Exchange index value with feed-forward neural networks. Arslankaya and Öz 
(2018) have estimated demand forecast using artificial neural networks in an automotive company. 
 
 
3. Results  

 
The implementation was carried out in the paint shop of an automotive company offering services 
in Sakarya. When the monthly failure records in the paint shop were examined, it was observed 
that the failures that had occurred had an adverse impact on the product quality and harmed the 
company in terms of cost. Failure reports including pass/fail states for paint shop operations of a 
total of 1500 products were investigated, and ten most common error types were identified. The 
inability of the company to predict the probability of failures in advance and its inability to establish 
a link between the types of failures lead to its failure to pass paint quality control and cause the 
production quality score of the paint shop to fall. This poses a major problem for both the 
department and the company. 
 
When the failures in the paint shop were examined, it was seen that there were generally ten types 
of failures. These failures were determined as follows:  

1. Operator-originated failure,  
2. Misapplication of an operation, 
3. Not observing the order of operations, 
4. The technical structural failure of a part, 
5. A part’s being damaged during delivery, 
6. Variations in robotic paint thickness, 
7. Improper painting in the touch-up area, 
8. Incorrect entry of the paint command for the part code, 
9. Incomplete or faulty taping, 
10. A malfunctioning robot. 

 
These failures had been recorded on a daily basis. The pass and fail states of a total of 1500 final 
products were examined to be used in the study. For example, if the failure originating from the 
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operator gave an error that could not be repaired, 0 (in other words, fail) was assigned, and if it was 
a failure that could be fixed in the revision, 1 (in other words, pass) was assigned. The relationship 
between the failure types was examined using the Principal Component Analysis in the Analyse-It 
program, and a correlation matrix was created. Table 1 shows the correlation matrix. 
 

Table 1: Correlation matrix  

 
 
The matrix shown in Table 1 is interpreted based on color tones. Light tones show weak and 
negative interactions between failure types, whereas dark tones show strong interactions. For 
example, the failure type with which the “operator-originated” failure establishes the strongest 
relationship is the “misapplication of an operation.” The failure type with which the “operator-
originated” failure has the weakest interaction is the “variations in robotic paint thickness.” 
“Variances” were used to interpret which of these failure types was more frequent and which of 
them were less frequent. Table 2 shows the resulting variances for ten types of failures. 
 

Table 2: variances for ten types of failures 

 
According to the variance calculation carried out through the Principal Component Analysis, the 
variance of the “operator-originated failure” — analyzed as the first failure — was 1.801, which 
was the most common failure. The “Proportion” section shown in Table 2 is interpreted as the rate 
of operator-originated failure in the data of 1500 products. The “Cumulative Proportion” section 
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shows the cumulative rate of failures. It is worth noting that the cumulative sum must always equal 
to 1.  
 
After all of the ten failures were interpreted in this way, six most common failures which had strong 
interactions among themselves were determined.  
 
Models were created in two different ways during the ANN application which was to be carried 
out to estimate the types of failures. The first of them was the ANN model including all ten failure 
types. The second of them was the ANN model which was formed using the six types of failures 
obtained after the correlation and variance studies through the principal component analysis. 
 
Figure 2 shows the Multi-layer Artificial Neural Network Model prepared for the data sets of the 
ten failure types. 

 
Figure 2: ANN model created for ten fault types 

 
A total of 66% of the data of the ten failure types from 1500 final products were used for testing, 
and 33% were used for training. In the model, the input layer consisted of 10 process elements to 
represent the ten failure types. Since it was aimed that the model learned the pass or fail of the 
failure, the output layer consisted of 2 process elements which would represent the pass/fail state. 
As an intermediate layer, 5 process elements in the first layer and 9 process elements in the second 
layer were randomly identified after many attempts to ensure high success.  
 
When the first ANN model was run, the learning success appeared to be 48%. This ratio was not 
sufficient to successfully estimate the pass/fail state of a failure to occur in the relevant failure type. 
For this reason, the number of failure types was reduced, and a new study was conducted. 
 
Figure 3 shows the second ANN model that was established (only for the six failure types identified 
based on the Principal Component Analysis).  
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Figure 3: ANN model created for six fault types 

 
As shown in Figure 3, the second ANN model was again constructed as a multi-layered model. A 
total of 66% of the data of the six failure types from 1500 final products that were identified through 
the Principal Component Analysis were used for testing, and 33% were used for training. In the 
model, the input layer consisted of 6 process elements to represent six failure types. Since it was 
aimed that the model learned the pass or fail of the failure, the output layer consisted of 2 process 
elements which would represent the pass/fail state. As an intermediate layer, 5 process elements in 
the first layer and 9 process elements in the second layer were randomly identified after many 
attempts to ensure high success. The model was set to run 500 iterations.  
 
When the second ANN model was run, it was seen that the network learned at the rate of 89.41%. 
This rate is a rate that can help to estimate the pass or fail state of a failure type that can occur in a 
manufacturing company and to take measures accordingly.  
 
4. Discussion  

 
It was seen that the artificial neural network model which was created by considering all of the ten 
failure types mentioned above regardless of the variance and correlations obtained through the 
Principal Component Analysis was not able to meet the necessary learning rate and had a low 
“pass” rate. It was observed that the artificial neural network model created using the failure types 
reduced to six after the Principal Component Analysis learned relatively successfully compared to 
the first model and had an increased “pass” rate.  
 
The Analyse-It software program, which is a statistical data program that runs on Excel’s 
infrastructure, was used to identify the relationships between the types of failures in the data that 
were obtained. The Principal Component Analysis was carried out through the Analyse-It program. 
Which of the ten investigated failure types were related to each other was determined through the 
Principal Component Analysis. And, the degree of proximity of these relationships was 
determined. The types of failures were estimated by using the Artificial Neural Network algorithm 
in the WEKA software program in order to determine the probability that the types of failures — 
between which close relationships were observed — were likely to occur in products to be 
produced in the future.  
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Conclusions  

 
When the results of the failure test were examined, it was seen that the constructed artificial neural 
network model successfully learned the algorithm at a rate of 78.66%. With the help of this model, 
the probability of prospective failures was calculated in percentages. It was seen that there would 
be “pass” for 1501 vehicles with 89% probability in the prospective failure prediction.  
 
The company can take many distinctive precautions to prevent failures that will occur in the future. 
For example, if the probability of failures is very high in the next month, the company can adjust 
the number of productions accordingly, or if the possibility of failures is low, the number of 
vehicles produced can be increased by increasing the capacity.  
 
Based on the implementation in this study, the company has had a model that can predict the 
probability of failures in order to prevent the probable types of prospective failures. With the help 
of the “principal component analysis,” the company has also had chance to see the relationships 
between failure types that cannot be distinguished through the classical methods. The main purpose 
of the implementation was not to find one-to-one solutions to these failures. So, solutions were not 
sought in this study. However, if the company examines this study, it can create a new production 
plan for itself. 
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